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1 Introduction

Let H be a real Hilbert space. Recall that a mapping T : H → H is said to be
non-expansive if

‖Tx− Ty‖ ≤ ‖x− y‖, ∀x, y ∈ H.

A point x ∈ H is a fixed point of T provided Tx = x. Let’s denote the set
of fixed points of T by F (T ), that is, F (T ) = {x ∈ H : Tx = x}. Assume,
throughout this paper, that F (T ) 6= ∅.

Construction of fixed points of non-expansive mappings is an important
subject in the theory of non-expansive mappings and its applications in a num-
ber of applied areas, in particular, image recovery and signal processing (see
[1]–[28]). It is well-known that Picard’s iteration

xn+1 = Txn = · · · = T n+1x
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of the mapping T at a point x ∈ H may not behave well in general. This means
that it may not converge even in the weak topology. One way to overcome this
difficulty is to use Krasnoselskii-Mann’s method that produces a sequence {xn}
via the recursive manner:

xn+1 = αnxn + (1 − αn)Txn, ∀n ≥ 0. (1.1)

This Krasnoselskii-Mann’s method is remarkably useful for finding fixed
points of a non-expansive mapping and provides a unified framework for some
kinds of algorithms from various different fields. In this respect, the following
result is basic and important.

Theorem 1. ([19]) Let T be a non-expansive mapping on H. Then the se-
quence {xn} defined by the iterative method (1.1) converges weakly to a fixed
point of T provided αn ∈ [0, 1] and

∑∞
n=0

αn(1 − αn) = +∞ whenever such
fixed points exist.

However, as in Theorem 1, Krasnoselskii-Mann’s method for non-expansive
mappings has only weak convergence. Thus a natural question rises: could we
obtain a strong convergence result by using the well-known Krasnoselskii-Mann
method for non-expansive mappings? In this connection, in 1975, Genel and
Lindenstrass [7] gave a counterexample. Hence the modification is necessary in
order to guarantee the strong convergence of Krasnoselskii-Mann’s method.

Some attempts to construct iteration algorithm so that strong convergence
is guaranteed have recently been made. For a sequence {αn} of real numbers
in [0, 1] and fixed u ∈ C, let the sequence {xn} in C be iteratively defined by
x0 ∈ C,

xn+1 = αnu+ (1− αn)Txn, ∀n ≥ 0. (1.2)

The iterative method is now referred to as the Halpern iterative algorithm.
The interest and importance of the Halpern iterative algorithm lie in the fact
that strong convergence of the sequence {xn} is achieved under certain mild
conditions on parameter {αn} in a general Banach space. We recall some
relevant important results as follows. In 1977, Lions [11] proved the strong
convergence of {xn} generated by (1.2) to a fixed point of T , where the real
sequence {αn} satisfies the following conditions:

(C1) lim
n→∞

αn = 0, (C2)

∞
∑

n=0

αn = ∞, (C3) lim
n→∞

αn − αn−1

α2
n

= 0.

Based on this result, many authors considered the strong convergence of the
Halpern algorithm under some restrictions on the parameters {αn}. For related
works, see, e.g., [21, 25] and the references therein. Recently, Kim and Xu [9]
proposed the following simpler modification of Mann iteration method:

Let C be a closed convex subset of a Banach space and T : C → C a
nonexpansive mapping such that Fix(T ) 6= ∅. Define {xn} in the following
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way:














x0 = x ∈ C,

yn = αnxn + (1 − αn)Txn,

xn+1 = βnu+ (1− βn)yn, ∀n ≥ 0,

(1.3)

where u ∈ C is an arbitrary (but fixed) element in C, and {αn} and {βn} are
two sequences in (0, 1).

Remark 1. The modified Mann iteration scheme (1.3) is a convex combination
of a fixed point in C and the Mann iteration method (1.1). There is no addi-
tional projection involved in iteration scheme (1.3).

A strong convergence of iteration scheme (1.3) is proved in [9].

Theorem 2. Let C be a closed convex subset of a uniformly smooth Banach
space X and let T : C → C be a nonexpansive mapping such that Fix(T ) 6= ∅.
Given a point u ∈ C and given sequences {αn}

∞
n=0 and {βn}

∞
n=0 in (0, 1), the

following conditions are satisfied:

(a) βn → 0,
∞
∑

n=0

βn = ∞ and
∞
∑

n=0

|βn+1 − βn| < ∞;

(b) αn → 0,
∞
∑

n=0

αn = ∞ and
∞
∑

n=0

|αn+1 − αn| < ∞.

Then {xn}
∞
n=0 defined by (1.2) strongly converges to a fixed point of T .

Motivated by the result of Kim and Xu [9], Yao, Chen and Yao [23] in-
troduced a modified version of the algorithm (1.3) with the viscosity method
and proved the strong convergence of the proposed algorithm under some mild
assumptions on the parameters.

2 Preliminaries

In the sequel, we use the notation ⇀ for weak convergence and → for strong
convergence. We will need some lemmas to prove our main results.

Lemma 1. ([8]) Let H be a real Hilbert space. Let T : H → H be a non-
expansive mapping. Then I − T is demi-closed at 0, i.e., if xn ⇀ x ∈ H and
xn − Txn → 0, then x = Tx.

Lemma 2. ([21]) Assume that {an} is a sequence of nonnegative real numbers
such that an+1 ≤ (1− γn)an + γnδn for all n ≥ 0, where {γn} is a sequence in
(0, 1) and {δn} is a sequence in R such that

(a)
∞
∑

n=0

γn=∞, (b) lim sup
n→∞

δn ≤ 0 or
∞
∑

n=0

|δnγn|<∞. Then lim
n→∞

an=0.
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3 Main Results

Let H be a real Hilbert space and T : H → H be a non-expansive mapping.
Let λ be a constant in (0, 1). For each t ∈ (0, 1), define a mapping Tt : H → H

by

Ttx = t(λx) + (1− t)Tx, ∀x ∈ H.

For any x, y ∈ H , we have

‖Ttx−Tty‖ = ‖[t(λx)+(1− t)Tx]− [t(λy)+(1− t)Ty]‖ ≤ [1− (1−λ)t]‖x−y‖,

which implies that Tt is a contraction. Using Banach’s contraction principle,
we get that there exists a unique fixed point xt of Tt in H , i.e.,

xt = t(λxt) + (1− t)Txt. (3.1)

Next, we show the convergence of the net {xt}.

Lemma 3. Let H be a real Hilbert space and T : H → H be a non-expansive
mapping with F (T ) 6= ∅. Then, as t → 0, the net {xt} defined by (3.1) con-
verges strongly to a fixed point of T .

Proof. First, we prove that {xt} is bounded. Take u ∈ F (T ). From (3.1), we
have

‖xt−u‖=‖t(λxt)+(1− t)Txt−u‖≤λt‖xt−u‖+(1−t)‖Txt−u‖+(1−λ)t‖u‖

≤ [1− (1− λ)t]‖xt − u‖+ (1− λ)t‖u‖,

which implies that ‖xt − u‖ ≤ ‖u‖. Hence {xt} is bounded. Again, from (3.1),
it follows that

‖xt − Txt‖ = t‖λxt − Txt‖ → 0. (3.2)

Next, we show that {xt} is relatively norm compact as t → 0. Let {tn} ⊂
(0, 1) be a sequence such that tn → 0 as n → ∞. Put xn := xtn

. From (3.2),
we have

‖xn − Txn‖ → 0. (3.3)

From (3.1), we get

‖xt − u‖2 = 〈t(λxt) + (1− t)Txt − u, xt − u〉

= λt〈xt − u, xt − u〉+ (1 − t)〈Txt − u, xt − u〉 − (1 − λ)t〈u, xt − u〉

≤ [1− (1− λ)t]‖xt − u‖2 − (1− λ)t〈u, xt − u〉,

which implies that ‖xt − u‖2 ≤ 〈u, u− xt〉. In particular,

‖xn − u‖2 ≤ 〈u, u− xn〉, ∀u ∈ F (T ). (3.4)
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Since {xn} is bounded, without loss of generality, we may assume that xn ⇀

x∗ ∈ H . Noticing (3.3), we can use Lemma 1 to get x∗ ∈ F (T ). Therefore, we
can substitute x∗ for u in (3.4) to get

‖xn − x∗‖2 ≤ 〈x∗, x∗ − xn〉.

Hence xn ⇀ x∗ implies that xn → x∗. This has proved the relative norm
compactness of the net {xt} as t → 0.

To show that the entire net {xt} converges to x∗, assume xtm
→ x̃ ∈ F (T ),

where tm → 0. Put xm = xtm
. Similarly, we have

‖xm − x∗‖2 ≤ 〈x∗, x∗ − xm〉

and so

‖x̃− x∗‖2 ≤ 〈x∗, x∗ − x̃〉. (3.5)

Interchanging x∗ and x̃, we obtain

‖x∗ − x̃‖2 ≤ 〈x̃, x̃− x∗〉. (3.6)

Adding up (3.5) and (3.6) yields

2‖x∗ − x̃‖2 ≤ ‖x∗ − x̃‖2,

which implies that x̃ = x∗. This completes the proof. ⊓⊔

Remark 2. It should be pointed out that Lemma 3 is a new result which is very
important for proving the following theorem.

Theorem 3. Let H be a real Hilbert space and T : H → H be a non-expansive
mapping with F (T ) 6= ∅. Let {αn} and {λn} be two real sequences in (0, 1).
For given x0 ∈ C arbitrarily, let the sequence {xn} be generated iteratively by

xn+1 = αn(λnxn) + (1 − αn)Txn, ∀n ≥ 0. (3.7)

Suppose the following conditions are satisfied:

(a) lim
n→∞

αn = 0; (b) lim
n→∞

λn = 1;

(c)
∞
∑

n=0

|αn − αn−1| < ∞,
∞
∑

n=0

|λn − λn−1| < ∞ and
∞
∑

n=0

(1− λn)αn = ∞.

Then the sequence {xn} generated by (3.7) strongly converges to a fixed point
of T .

Proof. First, we prove that the sequence {xn} is bounded. Take u ∈ F (T ).
From (3.7), we have

‖xn+1 − u‖ = ‖αn(λnxn) + (1 − αn)Txn − u‖

≤ αnλn‖xn − u‖+ (1− λn)αn‖u‖+ (1− αn)‖xn − u‖

= [1−(1−λn)αn]‖xn−u‖+(1 − λn)αn‖u‖ ≤ max{‖xn−u‖, ‖u‖}.

Math. Model. Anal., 15(2):265–274, 2010.
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Hence {xn} is bounded and so is {Txn}. From (3.7), it follows that

‖xn+1−xn‖=‖αn(λnxn)+(1− αn)Txn−αn−1(λn−1xn−1)−(1−αn−1)Txn−1‖

= ‖αnλn(xn−xn−1)+αn(λn−λn−1)xn−1+(αn−αn−1)(λn−1xn−1)

+ (1− αn)(Txn − Txn−1) + (αn−1 − αn)Txn−1‖

≤ αnλn‖xn − xn−1‖+ (1− αn)‖Txn − Txn−1‖

+|αn−αn−1|(λn−1‖xn−1‖+‖Txn−1‖)+αn|λn−λn−1|‖xn−1‖

≤ [1−(1−λn)αn]‖xn−xn−1‖+(|αn−αn−1|+αn|λn−λn−1|)M1,

(3.8)

where M1 is a constant such that sup
n
{‖xn−1‖+‖Txn−1‖} ≤ M1. Hence, from

(3.8) and Lemma 2, we deduce

lim
n→∞

‖xn+1 − xn‖ = 0.

At the same time, we note that

‖xn+1 − Txn‖ = αn‖(λnxn)− Txn‖ → 0.

Therefore, we have

lim
n→∞

‖xn − Txn‖ = 0.

Next, we prove lim sup
n→∞〈x∗, x∗ − xn〉 ≤ 0, where x∗ = limt→0 xt and

{xt} is the net defined by (3.1). As a matter of fact, we have

‖xt − xn‖
2 = 〈xt − xn, xt − xn〉 = t〈xt − xn, xt − xn〉 − (1− λ)t〈xt, xt − xn〉

+ (1 − t)〈Txt − Txn, xt − xn〉+ (1 − t)〈Txn − xn, xt − xn〉

≤ ‖xt − xn‖
2 − (1− λ)t〈xt, xt − xn〉+ (1 − t)〈Txn − xn, xt − xn〉

≤ ‖xt − xn‖
2 − (1− λ)t〈xt, xt − xn〉+M2‖Txn − xn‖,

where M2 > 0 such that sup{‖xt − xn‖, t ∈ (0, 1), n ≥ 0} ≤ M2, which implies
that

〈xt, xt − xn〉 ≤
M2

(1− λ)t
‖Txn − xn‖.

Therefore, we have

lim sup
t→0

lim sup
n→∞

〈xt, xt − xn〉 ≤ 0. (3.9)

We note that

〈x∗, x∗ − xn〉 = 〈x∗, x∗ − xt〉+ 〈x∗ − xt, xt − xn〉+ 〈xt, xt − xn〉

≤ 〈x∗, x∗ − xt〉+ ‖x∗ − xt‖‖xt − xn‖+ 〈xt, xt − xn〉

≤ 〈x∗, x∗ − xt〉+ ‖x∗ − xt‖M2 + 〈xt, xt − xn〉.
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This together with xt → x∗ and (3.9) implies that

lim sup
n→∞

〈x∗, x∗ − xn〉 ≤ 0.

Finally, we show that xn → x∗. From (3.7), we have

‖xn+1 − x∗‖2 = 〈xn+1 − x∗, xn+1 − x∗〉 = αnλn〈xn − x∗, xn+1 − x∗〉

+ (1 − λn)αn〈x
∗, x∗ − xn+1〉+ (1 − αn)〈Txn − x∗, xn+1 − x∗〉

≤ [1− (1− λn)αn]‖xn − x∗‖‖xn+1 − x∗‖+ (1 − λn)αn〈x
∗, x∗ − xn+1〉

≤
1− (1− λn)αn

2
(‖xn − x∗‖2+‖xn+1−x∗‖2)+(1−λn)αn〈x

∗, x∗−xn+1〉,

which implies that

‖xn+1 − x∗‖2 ≤ [1− (1− λn)αn]‖xn − x∗‖2 + 2(1− λn)αn〈x
∗, x∗ − xn+1〉.

We can check that all the assumptions of Lemma 2 are satisfied. Therefore,
we deduce xn → x∗. This completes the proof. ⊓⊔

Remark 3. The prototype for the iteration parameters are as follows: αn = 1√
n

and λn = 1− 1√
n

for all n ≥ 0. It is easy to check that these choices satisfy all

the conditions of Theorem 3.

Remark 4. We conclude the paper with the following observations:

(1) Our algorithm (3.7) is similar to Mann’s algorithm (1.1). It is well-known
that Mann’s method for non-expansive mappings has only weak convergence.
However, our iterative method (3.7) has strong convergence. Our iterative
scheme (3.7) may be interesting which is very different from the algorithm of
Kim and Xu (1.3). As a matter of fact, the algorithm (1.3) is a convex combi-
nation of u and the Mann iteration method (1.1).

(2) In order to prove the strong convergence of the algorithm (1.3), Kim and
Xu [9] used the convergence of the net xt = tu + (1 − t)Txt. It is worthy to
note that we prove the strong convergence of the algorithm (3.7) using the new
Lemma 3. In this respect, our methods are independent from those given in
the literature.

4 Conclusions

The problem of finding fixed points of nonexpansive mappings has attracted
much attention because of its extraordinary utility and broad applicability in
many branches of mathematical science and engineering.

Mann’s algorithm is a widely used method for solving a fixed point equation
of the form Tx = x, where C is a nonempty closed convex subset of a Hilbert
space H , and T : C → C is a nonexpansive mapping. This algorithm generates
from an arbitrary initial guess x0 ∈ C, a sequence {xn} by the recursive manner:

xn+1 = (1− αn)xn + αnTxn, ∀n ≥ 1,

Math. Model. Anal., 15(2):265–274, 2010.
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where {αn} is a sequence in the interval [0, 1].
In an infinite-dimensional space X , Mann’s algorithm has only weak con-

vergence, in general. In fact, it is known that if the sequence {αn} is such that
∑∞

n=0
αn(1−αn) = ∞, then Mann’s algorithm converges weakly to a fixed point

of T provided the underlying space X is a Hilbert space or more general, a uni-
formly convex Banach space which has a Frechet differentiable norm or satisfies
Opial’s property. It is a very interesting topic of constructing some algorithms
such that the strong convergence of proposed algorithms are guaranteed. For
this purpose, in this article we present a modified Krasnoselskii-Mann method
(3.7) for nonexpansive mappings in Hilbert spaces and show that the proposed
method (3.7) has strong convergence. However, we note that in order to obtain
the main result of Theorem 3, we have imposed some additional conditions
∑∞

n=0
|αn − αn−1| < ∞,

∑∞
n=0

|λn − λn−1| < ∞ and
∑∞

n=0
(1 − λn)αn = ∞.

Hence this brings us a nature problem: could we weaken or drop these addi-
tional assumptions?

Acknowledgement

The authors are very grateful to the referees for their careful reading, comments
and suggestions which improved the presentation of this article.

References

[1] H.H. Bauschke. The approximation of fixed points of compositions of nonex-
pansive mappings in Hilbert space. J. Math. Anal. Appl., 202:150–159, 1996.
(Doi:10.1006/jmaa.1996.0308)

[2] F.E. Browder and W.V. Petryshyn. Construction of fixed points of nonlinear
mappings. J. Math. Anal. Appl., 20:197–228, 1967.
(Doi:10.1016/0022-247X(67)90085-6)

[3] C. Byrne. A unified treatment of some iterative algorithms in signal processing
and image reconstruction. Inverse Problems, 20:103–120, 2004.
(Doi:10.1088/0266-5611/20/1/006)

[4] J.P. Chancelier. Iterative schemes for computing fixed points of nonexpansive
mappings in Banach spaces. J. Math. Anal. Appl., 353:141–153, 2009.
(Doi:10.1016/j.jmaa.2008.11.041)

[5] P.L. Combettes. On the numerical robustness of the parallel projection method
in signal synthesis. IEEE signal Process. Lett., 8:45–47, 2001.
(Doi:10.1109/97.895371)

[6] H.W. Engl and A. Leitao. A Mann iterative regularization for elliptic Cauchy
problems. Numer. Funct. Anal. Optim., 22:861–884, 2001.
(Doi:10.1081/NFA-100108313)

[7] A. Genel and J. Lindenstrass. An example concerning fixed points. Israel J.

Math., 22:81–86, 1975. (Doi:10.1007/BF02757276)

[8] K. Geobel and W.A. Kirk. Topics in metric fixed point theory. Cambridge Studies

in Advanced Mathematics, 28, 1990. Cambridge University Press.

[9] T.H. Kim and H.K. Xu. Strong convergence of modified Mann iterations. Non-

linear Anal., 61:51–60, 2005. (Doi: 10.1016/j.na.2004.11.011)

http://dx.doi.org/10.1006/jmaa.1996.0308
http://dx.doi.org/10.1016/0022-247X(67)90085-6
http://dx.doi.org/10.1088/0266-5611/20/1/006
http://dx.doi.org/10.1016/j.jmaa.2008.11.041
http://dx.doi.org/10.1109/97.895371
http://dx.doi.org/10.1081/NFA-100108313
http://dx.doi.org/10.1007/BF02757276
http://dx.doi.org/ 10.1016/j.na.2004.11.011


A Strong Convergence of a Modified Krasnoselskii-Mann Method 273

[10] T.H. Kim and H.K. Xu. Robustness of Mann’s algorithm for non-expansive
mappings. J. Math. Anal. Appl., 327:1105–1115, 2007.
(Doi:10.1016/j.jmaa.2006.05.009)

[11] P.L. Lions. Approximation de points fixes de contractions. C.R.Acad.Sci.Ser.A-B

Paris, 284:1357–1359, 1977.

[12] A. Moudafi. Krasnoselski-Mann iteration for hierarchical fixed-point problems.
Inverse Problems, 23:1635–1640, 2007. (Doi:10.1088/0266-5611/23/4/015)

[13] J.W. Peng and J.C. Yao. A new hybrid-extragradient method for generalized
mixed equilibrium problems and fixed point problems and variational inequality
problems. Taiwanese Journal of Mathematics, 12:1401–1433, 2008.

[14] C.I. Podilchuk and R.J. Mammone. Image recovery by convex projections using
a least-squares constraint. J. Optim. Soc. Amer., 7:517–521, 1990.
(Doi:10.1364/JOSAA.7.000517)

[15] X. Qin, Y.J. Cho, J.I. Kang and S.M. Kang. Strong convergence theorems for
an infinite family of nonexpansive mappings in Banach spaces. J. Comput. Appl.

Math., 230:121–127, 2009. (Doi:10.1016/j.cam.2008.10.058)

[16] S. Reich. Weak convergence theorems for non-expansive mappings in Banach
spaces. J. Math. Anal. Appl., 67:274–276, 1979.
(Doi:10.1016/0022-247X(79)90024-6)

[17] N. Shioji and W. Takahashi. Strong convergence of approximated sequence for
non-expansive mappings. Proc. Amer. Math. Soc., 125:3641–3645, 1997.
(Doi:10.1090/S0002-9939-97-04033-1)

[18] T. Suzuki. Strong convergence theorems for infinite families of nonexpansive
mappings in general Banach spaces. Fixed Point Theory Appl., 2005:103–123,
2005. (Doi:10.1155/FPTA.2005.103)

[19] R. Wittmann. Approximation of fixed points of non-expansive mappings. Arch.

Math., 58:486–491, 1992. (Doi:10.1007/BF01190119)

[20] N.C. Wong, D.R. Sahu and J.C. Yao. Solving variational inequalities in-
volving nonexpansive type mappings. Nonlinear Anal., 69:4732–4753, 2008.
(Doi:10.1016/j.na.2007.11.025)

[21] H.K. Xu. Another control condition in an iterative method for non-expansive
mappings. Bull. Austral. Math. Soc., 65:109–113, 2002.
(Doi:10.1017/S0004972700020116)

[22] H.K. Xu. Viscosity approximation methods for non-expansive mappings.
J. Math. Anal. Appl., 298:279–291, 2004. (Doi:10.1016/j.jmaa.2004.04.059)

[23] Y. Yao, R. Chen and J.C Yao. Strong convergence and certain control conditions
of modified Mann iteration. Nonlinear Anal., 68:1687–1693, 2008.

[24] Y. Yao and Y.-C. Liou. Weak and strong convergence of Krasnoselski-Mann
iteration for hierarchical fixed point problems. Inverse Problems, 24(1):15–22,
2008. (Doi:10.1088/0266-5611/24/1/015015)

[25] Y. Yao and Y.C. Liou. Strong convergence theorems for infinite countable nonex-
pansive mappings and image recovery problem. J. Korean Math. Soc., 45:1591–
1600, 2008. ((Doi:0.4134/JKMS.2008.45.6.1591)

[26] Y. Yao, Y.C. Liou and R. Chen. Convergence theorems for fixed point problems
and variational inequality problems. J. Nonlinear Convex Anal., 9:239–248,
2008.

Math. Model. Anal., 15(2):265–274, 2010.

http://dx.doi.org/10.1016/j.jmaa.2006.05.009
http://dx.doi.org/10.1088/0266-5611/23/4/015
http://dx.doi.org/10.1364/JOSAA.7.000517
http://dx.doi.org/10.1016/j.cam.2008.10.058
http://dx.doi.org/10.1016/0022-247X(79)90024-6
http://dx.doi.org/10.1090/S0002-9939-97-04033-1
http://dx.doi.org/10.1155/FPTA.2005.103
http://dx.doi.org/10.1007/BF01190119
http://dx.doi.org/10.1016/j.na.2007.11.025
http://dx.doi.org/10.1017/S0004972700020116
http://dx.doi.org/10.1016/j.jmaa.2004.04.059
http://dx.doi.org/10.1088/0266-5611/24/1/015015
http://dx.doi.org/0.4134/JKMS.2008.45.6.1591


274 Yonghong Yao and Yeol Je Cho

[27] Y. Yao, Y.C. Liou and S.M. Kang. Strong convergence of an iterative algorithm
on an infinite countable family of nonexpansive mappings. Appl. Math. Comput.,
208:211–218, 2009. (Doi:10.1016/j.amc.2008.11.038)

[28] D. Youla. Mathematical theory of image restoration by the method of convex
projection. In H. Stark (Ed.)(Ed.), Image Recovery Theory and Applications.

Academic Press, Orlando, pp. 29–77, 1987.

http://dx.doi.org/10.1016/j.amc.2008.11.038

	Introduction
	Preliminaries
	Main Results
	Conclusions
	References

