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Abstract. This work consists in the asymptotic analysis of the solution of Poisson
equation in a bounded domain of RP (P = 2, 3) with a thin layer. We use a method
based on hierarchical variational equations to derive an explicitly asymptotic expan-
sion of the solution with respect to the thickness of the thin layer. We determine
the first two terms of the expansion and prove the error estimate made by truncating
the expansion after a finite number of terms. Next, using the first two terms of the
asymptotic expansion, we show that we can model the effect of the thin layer by a
problem with transmission conditions of order two.

Keywords: asymptotic analysis, asymptotic expansion, approximate transmission condi-

tions, thin layer, Poisson equation.

AMS Subject Classification: 35C20; 35B40; 78M35; 41A60; 35J25; 78M30.

1 Introduction

This paper deals with the study of the asymptotic behavior of the solution
of the Poisson equation in a bounded domain Ω of RP (P = 2, 3) consisting
of two sub-domains separated by a thin layer of thickness δ (destined to tend
to 0). The mesh of these thin geometries leads to systems with a condition
number that increases significantly (cf. [27]). To overcome this difficulty, we
adopt asymptotic methods to model the effect of the thin layer by problems
with appropriate transmission conditions. These methods are widely used in
different frameworks (cf., e.g., [1, 2, 7, 9, 10, 12, 17, 18]). Especially, effective
boundary conditions have been obtained for the Helmholtz and Maxwell equa-
tions in [3, 4, 15, 16] in smooth geometries and in [11] for Poisson problem in a
polygonal domain. The case of approximate transmission conditions has been
studied in [6, 13, 21, 25, 26] for thin layer and in [13, 22, 23] for rough and pe-
riodic thin layer. In [24, Part II] Schmidt derived an approximation of the
solution inside the thin layer based on families of functions called optimal basis
functions.
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Our motivation comes from [20, 25], in which the authors have worked on
problems of electromagnetic and biological origins. Our Problem is inspired
from the thesis of Poignard [20, Chapter 2]. He considered a cell immersed in
an ambient medium and studied the electric field in the transverse magnetic
(TM) mode at mid-frequency.

Let us give now precise notations. The domain Ω is composed of smooth
sub-domains: an open bounded subset Ωint,δ with regular boundary Γδ,1, an
exterior domain Ωext,δ with disjoint regular boundaries Γδ,2 and ∂Ω, and a
membrane Ωδ (thin layer) of thickness δ separating Ωint,δ from Ωext,δ (see
Fig. 1).

Figure 1. Geometric data.

Define the piecewise regular function α by

α(x) =

αe if x ∈ Ωext,δ,
αδ if x ∈ Ωδ,
αi if x ∈ Ωint,δ,

where αe, αδ and αi are strictly positive constants satisfying αi < αδ < αe or
αe < αδ < αi which correspond to the case of mid-diffusion. For a given f in
C∞(Ω), we are interested in the solution uδ of the following diffusion problem{

−div (α∇uδ) = f in Ω,
uδ|∂Ω = 0 on ∂Ω.

(1.1)

The main result of this paper consists of an asymptotic expansion of the
solution uδ of Problem (1.1) in presence of a thin layer in terms of its thickness
δ and the derivation of the associated approximated model of order 1. The
position of the limit interface Γ (see Fig. 2 and Fig. 3) for δ tends to 0 is
varied and a particular choice of Γ leads to a simple problem involving the
Poisson equation with transmission conditions of order two on the interface Γ
which lies betweenΓδ,1 and Γδ,2.

We use an approach based on variational equations (cf. [3, 6]) to derive
transmission conditions with tangential derivatives of order two on Γ , mod-
eling the effect of the thin layer. However, it seems that the existence and
uniqueness of the solution of this problem is not obvious. Therefore, we rewrite
the problem as a pseudodifferential equation (cf. [5]) and show that in the
case of mid-diffusion, we can find the appropriate position of the surface Γ
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Figure 2. Geometry of the studied
problem. Figure 3. The thin layer Ωδ.

to solve this equation. The problems are similar in 2D and 3D. We treat the
three-dimensional case and we give a remark to the two-dimensional case.

The present paper is organized as follows. In Section 2, we give the state-
ment of the model problem considered. In Section 3, we collect basic results of
differential geometry of surfaces. Sections 4 and 5 are devoted to the asymp-
totic analysis of our problem. We present, in Section 4, hierarchical variational
equations suited to the construction of a formal asymptotic expansion up to
any order, while Section 5 focuses on the convergence of this ansatz. With
the help of the asymptotic expansion of the solution uδ, we model, in the last
section, the effect of the thin layer by a problem with appropriate transmission
conditions.

2 Problem Setting

We consider a parallel surface Γ to Γδ,1 and Γδ,2 dividing Ωδ into two thin
layers Ωδ,1 and Ωδ,2 of thickness respectively p1δ and p2δ, where p1 and p2
are nonnegative real numbers satisfying p1 + p2 = 1 and such that p1 and p2
belong to a small neighborhood of 1/2 (see Fig. 2 and Fig. 3). The term small
neighborhood means that the constants p1 and p2 are not too close to 1 or 0,
in order to avoid having a layer too thin compared to the other because the
following analysis does not lend itself to this case. Let us denote by uext,δ,
ud2,δ, ud1,δ and uint,δ the restrictions of uδ respectively to the domains Ωext,δ,
Ωδ,2, Ωδ,1 and Ωint,δ. Under the aforementioned assumptions, we investigate
in H1(Ω) the solution uδ of the following problem

−div (αe∇uext,δ) = f|Ωext,δ
in Ωext,δ, (2.1a)

−div (αδ∇ud2,δ) = f|Ωδ,2 in Ωδ,2, (2.1b)

−div (αδ∇ud1,δ) = f|Ωδ,1 in Ωδ,1, (2.1c)

−div (αi∇uint,δ) = f|Ωint,δ
in Ωint,δ, (2.1d)

uext,δ|∂Ω = 0 on ∂Ω (2.1e)

with transmission conditions{
ud2,δ|Γδ,2 = uext,δ|Γδ,2 on Γδ,2, (2.1f)

αδ∂nδ,2ud2,δ|Γδ,2 = αe∂nδ,2uext,δ|Γδ,2 on Γδ,2, (2.1g)
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56 K.E. Boutarene
ud1,δ|Γ = ud2,δ|Γ on Γ, (2.1h)

αδ∂nud1,δ|Γ = αδ∂nud2,δ|Γ on Γ, (2.1i)

uint,δ|Γδ,1 = ud1,δ|Γδ,1 on Γδ,1, (2.1j)

αi∂nδ,1uint,δ|Γδ,1 = αδ∂nδ,1ud1,δ|Γδ,1 on Γδ,1, (2.1k)

where ∂nδ,1 , ∂n, ∂nδ,2 and ∂ne denote the derivatives in the direction of the
unit normal vectors n,nδ,1,nδ,2 and ne to Γδ,1, Γ, Γδ,2 and ∂Ω respectively
(see Fig. 2). The following theorem gives the existence and uniqueness of the
solution uδ to Problem (2.1).

Theorem 1. Problem (2.1) admits a unique solution uδ in H1(Ω). Further-
more, there exists a constant c independent of δ such that

‖uδ‖H1(Ω) ≤ c ‖f‖L2(Ω) .

Proof. Existence and uniqueness of uδ follow from Lax–Milgram lemma [8].
ut

3 Recalls of Differential Geometry

The goal of this section is to define and to collect the main features of differential
geometry [14] (see also [19]) in order to formulate our problem in a fixed domain
(independent of δ) which is a key tool to determine the asymptotic expansion
of the solution uδ. In the sequel, the greek indice β takes the values 1 and 2.
Let Iδ,1 = (−δ, 0) and Iδ,2 = (0, δ) . We parameterize the thin shell Ωδ,β by the
manifold Γ × Iδ,β through the mapping ψβ defined by{

Γ × Iδ,β
ψβ→ Ωδ,β

(m, ηβ) → x := m+ pβηβn(m).

As well-known [14], if the thickness of Ωδ,β is small enough, ψβ is a C∞-
diffeomorphism of manifolds and it is also known [21, Remark 2.1] that the
normal vector nδ,β to Γδ,β can be identified to n. To each function vβ defined
on Ωδ,β , we associate the function ṽβ defined on Γ × Iδ,β by{

ṽβ(m, ηβ) := vβ(x),
x = ψβ (m, ηβ) ,

then, we have

∇vβ = (I + pβηβR)
−1∇Γ ṽβ + p−1β

∂ṽβ
∂ηβ

n,

where ∇Γ ṽβ(m) and R are respectively the surface gradient of ṽ at m ∈ Γ and
the curvature operator R of Γ at point m. The volume element on the thin
shell Ωδ,β is given by

dΩδ,β = pβ det (I + pβηβR) dΓdηβ .
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Now, we introduce the scaling sβ = ηβ/δ, and the intervals I1 = (−1, 0) and
I2 = (0, 1) such that the C∞-diffeomorphism Φβ , defined by{

Ωβ := Γ × Iβ
Φβ→ Ωδ,β

(m, sβ) → x := m+ δpβsβn(m)

parameterizes the thin shell Ωδ,β . To any function vβ defined on Ωδ,β , we as-
sociate the function v[β] defined on Ωβ through{

v[β](m, sβ) := vβ(x),
x = Φβ(m, sβ),

then the gradient takes the form

∇vβ = (I + δpβsβR)
−1∇Γ v[β] + p−1β δ−1

∂v[β]

∂sβ
n. (3.1)

The volume element on the thin shell Ωδ,β becomes

dΩδ,β = pβδ det Jδ,β dΓdsβ , (3.2)

where Jδ,β := I + pβδsβR. Let uβ and vβ be two regular functions defined on
Ωδ,β . From (3.1) and (3.2), we get the change of variables formula∫

Ωδ,β

∇uβ .∇vβ dΩδ,β = pβδ

∫
Ωβ

J−2δ,β∇Γu
[β].∇Γ v[β] det Jδ,β dΓdsβ

+ p−1β δ−1
∫
Ωβ

∂sβu
[β]∂sβv

[β] det Jδ,β dΓdsβ . (3.3)

Remark 1. For any function u defined in a neighborhood of Γ, we denote, for
convenience, by u|Γ the trace of u on Γ indifferently in local coordinates or in
Cartesian coordinates.

4 The Asymptotic Analysis

This section is devoted to the asymptotic analysis of the solution of Prob-
lem (2.1). We show that the latter is equivalent to a variational equation
from which we derive the asymptotic expansion of uδ. We give a hierarchy of
variational equations needed to determine the terms of the expansion and we
calculate the first two terms of the expansion.

Let vd be in H1(Ωδ). We denote by vdβ its restriction to Ωδ,β . Multiplying
Equation

−div (αδ∇ud,δ) = f|Ωδ in Ωδ

by test functions vd, using (2.1g), (2.1i), (2.1k) and Green’s formula, we get

〈αi∂nδ,1uint,δ|Γδ,1 , vd1|Γδ,1〉H−1/2(Γδ,1)×H1/2(Γδ,1) + αδ

∫
Ωδ

∇ud,δ.∇vd dΩδ

− 〈αe∂nδ,2uext,δ|Γδ,2 , vd2|Γδ,2〉H−1/2(Γδ,2)×H1/2(Γδ,2) =

∫
Ωδ

f|Ωδvd dΩδ,

Math. Model. Anal., 20(1):53–75, 2015.
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in which 〈. , .〉H−1/2(Γδ,β)×H1/2(Γδ,β)
denotes the duality pairing between

H−1/2(Γδ,β) and H1/2(Γδ,β). We use the dilation in the thin layer and For-
mula (3.3), to obtain

〈
αi∂nδ,1uint,δ|Γδ,1 ◦ Φ1(m,−1), v

[1]
d (m,−1)

〉
H−1/2(Γ×{−1})×H1/2(Γ×{−1})

−
〈
αe∂nδ,2uext,δ|Γδ,2 ◦ Φ2(m, 1), v

[2]
d (m, 1)

〉
H−1/2(Γ×{1})×H1/2(Γ×{1})

+

2∑
β=1

[
αδδa

[β]
δ

(
u
[β]
d,δ, v

[β]
d

)]
=

∫
Ωδ

f|Ωδvd dΩδ, (4.1)

which is the starting point for the asymptotic analysis, where the bilinear form

a
[β]
δ (. , .) is defined by

a
[β]
δ

(
u[β], v[β]

)
:= pβ

∫
Ωβ

J−2δ,β∇Γu
[β].∇Γ v[β] det Jδ,β dΓdsβ

+ p−1β δ−2
∫
Ωβ

∂sβu
[β]∂sβv

[β] det Jδ,β dΓdsβ (4.2)

for every u[β] and v[β] in H1(Ωβ).

4.1 Hierarchy of the variational equations

In the spirit of [21, 25], we will consider two asymptotic expansions. Exterior
expansions corresponding to the asymptotic expansion of uδ restricted to Ωext,δ

and to Ωint,δ characterized by the ansatz

uext,δ = uext,0 + δuext,1 + · · · , (4.3)

uint,δ = uint,0 + δuint,1 + · · · , (4.4)

in which the terms uint,n and uext,n (n ∈ N) are independent of δ and defined
on Ωint, where Ωint is a bounded domain of RP (P = 2, 3) with boundary Γ
(see Fig. 2) and on Ωext := Ω\Ωint. They are respectively the limits of Ωint,δ

and Ωext,δ for δ → 0. They fulfill
−div (αi∇uint,n) = δ0,nf|Ωint

in Ωint,

−div (αe∇uext,n) = δ0,nf|Ωext
in Ωext,

uext,n|∂Ω = 0 on ∂Ω,

(4.5)

where δ0,n indicates the Kronecker symbol. And an interior expansion corre-
sponding to the asymptotic expansion of udβ ,δ written in a fixed domain and
defined by the ansatz

u
[β]
d,δ = u

[β]
0 + δu

[β]
1 + · · · , in Ωβ , (4.6)
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where the terms u
[β]
n , n ∈ N, are independent of δ. Using a Taylor expansion

in the normal variable, we infer formally(∑
n≥0

δnuint,n

)
◦ Φ1(m, s1) = uint,0|Γ + δ(uint,1|Γ + s1p1∂nuint,0|Γ ) + · · ·

:= Uint,0 + δUint,1 + δ2Uint,2 + · · · , (4.7)(∑
n≥0

δnuext,n

)
◦ Φ2(m, s2) = uext,0|Γ + δ(uext,1|Γ + s2p2∂nuext,0|Γ ) + · · ·

:= Uext,0 + δUext,1 + δ2Uext,2 + · · · . (4.8)

Transmission Conditions (2.1f), (2.1h) and (2.1j) become

uext,0|Γ + δ(uext,1|Γ + p2∂nuext,0|Γ ) + · · · = u
[2]
0|s2=1 + δu

[2]
1|s2=1 + · · · , (4.9)

u
[1]
0|s1=0 + δu

[1]
1|s1=0 + · · · = u

[2]
0|s2=0 + δu

[2]
1|s2=0 + · · · , (4.10)

uint,0|Γ+δ(uint,1|Γ − p1∂nuint,0|Γ )+ · · · = u
[1]
0|s1=−1 + δu

[1]
1|s1=−1+ · · · . (4.11)

Inserting (4.3) in the second equation of (4.5) and using Green’s formula in
Ωδ,2, we get〈

αe∂n

(∑
n≥0

δnuext,n|Γ

)
, vd2|Γ

〉
H−1/2(Γ )×H1/2(Γ )

−
〈
αe∂nδ,2

(∑
n≥0

δnuext,n|Γδ,2

)
, vd2|Γδ,2

〉
H−1/2(Γδ,1)×H1/2(Γδ,1)

+ αe

∫
Ωδ,2

∇
(∑
n≥0

δnuext,n

)
.∇vd2 dΩδ,2 =

∫
Ωδ,2

f|Ωδ,2vd2 dΩδ,2.

Using the scaling s2 = η2/δ, we obtain∫
Γ

αe∂n

(∑
n≥0

δnuext,n|Γ

)
v
[2]
d (m, 0) dΓ + αeδa

[2]
δ

(∑
n≥0

δnUext,n, v
[2]
d

)

−
〈
αe∂nδ,2

(∑
n≥0

δnuext,n|Γδ,2

)
◦ Φ2(m, 1), v

[2]
d (m, 1)

〉
H−1/2(Γ×{1})×H1/2(Γ×{1})

=

∫
Ωδ,2

f|Ωδ,2vd2 dΩδ,2. (4.12)

In the same way, we obtain the equation for αi∂nδ,1(
∑
n≥0 δ

nuint,n|Γδ,1) ◦
Φ1(m,−1)

αiδa
[1]
δ

(∑
n≥0

δnUint,n, v
[1]
d

)
−
∫
Γ

αi∂n

(∑
n≥0

δnuint,n|Γ

)
v
[1]
d (m, 0) dΓ

+

〈
αi∂nδ,1

(∑
n≥0

δnuint,n|Γδ,1

)
◦ Φ1(m,−1),

Math. Model. Anal., 20(1):53–75, 2015.
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v
[1]
d (m,−1)

〉
H−1/2(Γ×{−1})×H1/2(Γ×{−1})

=

∫
Ωδ,1

f|Ωδ,1vd1 dΩδ,1. (4.13)

Inserting expansions (4.3), (4.4) and (4.6) in (4.1), using (4.7)–(4.8) and (4.12)-
(4.13), we get∫

Γ

αi∂n

(∑
n≥0

δnuint,n|Γ

)
v
[1]
d (m, 0) dΓ − αiδa[1]δ

(∑
n≥0

δnUint,n, v
[1]
d

)

+

2∑
β=1

[
αδδa

[β]
δ

(∑
n≥0

δnu[β]n , v
[β]
d

)]
− αeδa[2]δ

(∑
n≥0

δnUext,n, v
[2]
d

)

−
∫
Γ

αe∂n

(∑
n≥0

δnuext,n|Γ

)
v
[2]
d (m, 0) dΓ = 0. (4.14)

Now, we use the identity (see [3, p. 1680])

J−2δ,β := I − 2sβpβδR+ 3 (pβsβδR)
2

+ · · ·+ n (−pβsβδR)
n−1

+ (−sβpβδR)
n [
nJ−1δ,β + J−2δ,β

]
.

Since
det Jδ,β = 1 + 2pβsβδH+ (pβsβδ)

2K,

where 2H := trR and K := detR are respectively the mean and the Gaussian

curvatures of the surface Γ , the bilinear form a
[β]
δ (. , .) admits the expansion

a
[β]
δ (. , .) = δ−2a

[β]
0,2 + δ−1a

[β]
1,2 +

(
a
[β]
2,2 + a

[β]
0,1

)
+ δa

[β]
1,1 + · · ·

+ δn−1a
[β]
n−1,1 + δnr[β]n (δ; . , .) , (4.15)

where the forms a
[β]
k,l are independent of δ and are given by

a
[β]
0,2

(
u[β], v[β]

)
:=

∫
Ωβ

p−1β ∂sβu
[β]∂sβv

[β] dΓdsβ ,

a
[β]
1,2

(
u[β], v[β]

)
:=

∫
Ωβ

2Hsβ∂sβu[β]∂sβv[β] dΓdsβ ,

a
[β]
2,2

(
u[β], v[β]

)
:=

∫
Ωβ

pβKs2β∂sβu[β]∂sβv[β] dΓdsβ ,

a
[β]
0,1

(
u[β], v[β]

)
:=

∫
Ωβ

pβ∇Γu[β].∇Γ v[β] dΓdsβ ,

a
[β]
1,1

(
u[β], v[β]

)
:=

∫
Ωβ

2p2βsβ (HI −R)∇Γu[β].∇Γ v[β] dΓdsβ ,

a
[β]
2,1

(
u[β], v[β]

)
:=

∫
Ωβ

p3β
(
KI − 4HR+ 3R2

)
s2β∇Γu[β].∇Γ v[β] dΓdsβ ,

a
[β]
n−1,1

(
u[β], v[β]

)
:=

∫
Ωβ

pnβ
[
(n− 2)KRn−3 − (n− 1) 2HRn−2

+ nRn−1
]

(−sβ)
n−1∇Γu[β].∇Γ v[β] dΓdsβ , n > 3.
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The form r
[β]
n (δ; . , .) is the remainder of Expansion (4.15) and is expressed by

r[β]n
(
δ;u[β], v[β]

)
:=

∫
Ωβ

(Bn,δ + 2HBn−1,δ +KBn−2,δ) snβ∇Γu[β].∇Γ v[β]dΓdsβ

with

Bn,δ :=

{
(−R)

n (
nJ−1δ,β + J−2δ,β

)
if n ≥ 0,

J−2δ,β otherwise.

Inserting Expansion (4.15) in (4.14) and matching the same powers of δ, we
obtain the following variational equations

a
[1]
0,2

(
αδu

[1]
0 − αiUint,0, v

[1]
)

+ a
[2]
0,2

(
αδu

[2]
0 − αeUext,0, v

[2]
)

= 0, (4.16)

a
[1]
1,2

(
αδu

[1]
0 − αiUint,0, v

[1]
)

+ a
[1]
0,2

(
αδu

[1]
1 − αiUint,1, v

[1]
)

+ a
[2]
1,2

(
αδu

[2]
0 − αeUext,0, v

[2]
)

+ a
[2]
0,2

(
αδu

[2]
1 − αeUext,1, v

[2]
)

= αe

∫
Γ

∂nuext,0|Γ v
[2] (m, 0) dΓ − αi

∫
Γ

∂nuint,0|Γ v
[1] (m, 0) dΓ (4.17)

for all v[β] in H1
(
Iβ ;L2(Γ )

)
such that v[1] (. , 0) = v[2] (. , 0),

a
[1]
0,2

(
αδu

[1]
2 − αiUint,2, v

[1]
)

+ a
[1]
1,2

(
αδu

[1]
1 − αiUint,1, v

[1]
)

+
(
a
[1]
2,2 + a

[1]
0,1

)(
αδu

[1]
0 − αiUint,0, v

[1]
)

+ a
[2]
0,2

(
αδu

[2]
2 − αeUext,2, v

[2]
)

+ a
[2]
1,2

(
αδu

[2]
1 − αeUext,1, v

[2]
)

+
(
a
[2]
2,2 + a

[2]
0,1

)(
αδu

[2]
0 − αeUext,0, v

[2]
)

= αe

∫
Γ

∂nuext,1|Γ v
[2] (m, 0) dΓ − αi

∫
Γ

∂nuint,1|Γ v
[1] (m, 0) dΓ, (4.18)

...

a
[1]
0,2

(
αδu

[1]
n+1 − αiUint,n+1, v

[1]
)

+ a
[1]
1,2

(
αδu

[1]
n − αiUint,n, v

[1]
)

+ a
[1]
2,2

(
αδu

[1]
n−1 − αiUint,n−1, v

[1]
)

+ a
[1]
0,1

(
αδu

[1]
n−1 − αiUint,n−1, v

[1]
)

+ a
[1]
1,1

(
αδu

[1]
n−2 − αiUint,n−2, v

[1]
)

+ a
[1]
2,1

(
αδu

[1]
n−3 − αiUint,n−3, v

[1]
)

+

n∑
l=4

a
[1]
l−1,1

(
αδu

[1]
n−l − αiUint,n−l, v

[1]
)

+ a
[2]
0,2

(
αδu

[2]
n+1 − αeUext,n+1, v

[2]
)

+ a
[2]
1,2

(
αδu

[2]
n − αeUext,n, v

[2]
)

+ a
[2]
2,2

(
αδu

[2]
n−1 − αeUext,n−1, v

[2]
)

+ a
[2]
0,1

(
αδu

[2]
n−1 − αeUext,n−1, v

[2]
)

+ a
[2]
1,1

(
αδu

[2]
n−2 − αeUext,n−2, v

[2]
)

+ a
[2]
2,1

(
αδu

[2]
n−3 − αeUext,n−3, v

[2]
)

+

n∑
l=4

a
[2]
l−1,1

(
αδu

[2]
n−l − αeUext,n−l, v

[2]
)

= αe

∫
Γ

∂nuext,n|Γ v
[2] (m, 0) dΓ − αi

∫
Γ

∂nuint,n|Γ v
[1] (m, 0) dΓ, n ≥ 4

(4.19)

for all v[β] in H1 (Γ × Iβ) such that v[1] (. , 0) = v[2] (. , 0) .
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4.2 Calculation of the first terms

In this paragraph, we first recall some theoretical results needed for our cal-
culation. After this, we calculate explicitly the first two terms of Expansions
(4.3)–(4.4) and (4.6) in order to present a recursive method to define succes-
sively the terms of these expansions. We need the following theorem.

Theorem 2. Let Fint ∈ L2 (Ωint), Fext ∈ L2 (Ωext), h ∈ H1/2 (Γ ) and ζ ∈
H−1/2 (Γ ) . Then the following problem

−div (αi∇Uint) = Fint in Ωint,
−div (αe∇Uext) = Fext in Ωext,
Uint|Γ − Uext|Γ = h on Γ,
αi∂nUint|Γ − αe∂nUext|Γ = ζ on Γ,
Uext|∂Ω = 0 on ∂Ω

(4.20)

admits a unique solution (Uint, Uext) in H1 (Ωint) × H1 (Ωext) . Moreover, for
k0 ∈ N, Fint ∈ Hk0−2 (Ωint), Fext ∈ Hk0−2 (Ωext), h ∈ Hk0−1/2 (Γ ), ζ ∈
Hk0−3/2 (Γ ) and Γ∪∂Ω Ck0-continuous, let (Uint, Uext) ∈ H1 (Ωint)×H1 (Ωext)
be the solution of (4.20). For any positive integer k ≤ k0, there exists a constant
ck such that

‖Uint‖Hk(Ωint)
+ ‖Uext‖Hk(Ωext)

≤ ck
(
‖Fint‖Hk−2(Ωint)

+ ‖Fext‖Hk−2(Ωext)

+ ‖h‖Hk−1/2(Γ ) + ‖ζ‖Hk−3/2(Γ )

)
.

Proof. Applying the techniques of Lemma 2.6 and Proposition 2.8 in [24, p. 37]
we get the statement of theorem. ut

We also need the following technical lemma. This construction was moti-
vated by [3] and its proof is not difficult.

Lemma 1. For β = 1, 2, let k[β] be a vectorial function in L2(Ωβ ,CP ) such that
the partial application sβ → k[β](. , sβ) is valued in the space of vectorial fields
tangent to Γ and also
divΓ k

[β] ∈ L2(Ωβ). Then the solution h[β] of the variational equation

L[β]v[β] :=

∫
Ωβ

h[β]∂sβv
[β] dΓdsβ +

∫
Ωβ

k[β].∇Γ v[β] dΓdsβ = 0

∀v[β] ∈ H1(Ωβ), v[β](. , 0) = 0

is explicitly given by

h[β] (m, sβ) =

∫ (−1)β

sβ

divΓ k
[β] (m,λ) dλ.

Moreover, if v[β](. , 0) 6= 0, we have

L[β]v[β] = (−1)β+1

∫
Γ

h[β](m, 0)v[β](m, 0) dΓ

=

∫
Γ

[
(−1)β+1

∫ (−1)β

0

divΓ k
[β] (m, sβ) dsβ

]
v[β] (m, 0) dΓ.
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4.2.1 Term of order 0

The choice of v[2] = 0 in (4.16) gives

a
[1]
0,2

(
αδu

[1]
0 − αiUint,0, v

[1]
)

= 0.

Applying Lemma 1 with

h[1] = p−11 αδ∂s1u
[1]
0 − p

−1
1 αi∂s1Uint,0 = p−11 αδ ∂s1u

[1]
0 , k[1] = 0,

we obtain ∂s1u
[1]
0 = 0. Similarly, the choice of v[1] = 0 in (4.16) gives

a
[2]
0,2

(
αδu

[2]
0 − αeUext,0, v

[2]
)

= 0.

We apply Lemma 1 with

h[2] = p−12 αδ∂s2u
[2]
0 − p

−1
2 αe∂s2Uext,0 = p−12 αδ ∂s2u

[2]
0 , k[2] = 0

to obtain ∂s2u
[2]
0 = 0. Using (4.9), (4.10) and (4.11), we get

uint,0|Γ = u
[1]
0 (m, s1) = u

[2]
0 (m, s2) = uext,0|Γ , m ∈ Γ, ∀(m, sβ) ∈ Ωβ . (4.21)

In the same manner as above, using Lemma 1 and (4.17), we find

p−11 αδ∂s1u
[1]
1 − αi∂nuint,0|Γ = 0, (4.22)

p−12 αδ∂s2u
[2]
1 − αe∂nuext,0|Γ = 0. (4.23)

Moreover, for all v[β], we have

αi

∫
Γ

∂nuint,0|Γ v
[1](m, 0)dΓ = αe

∫
Γ

∂nuext,0|Γ v
[2](m, 0)dΓ.

So

αi∂nuint,0|Γ = αe∂nuext,0|Γ . (4.24)

Let us define α0 and un by

α0(x) :=

{
αe if x ∈ Ωext,
αi if x ∈ Ωint

and un :=

{
uext,n in Ωext,
uint,n in Ωint.

Therefore, with (4.5), (4.21), (4.24) and Theorem 2, u0 is the unique solution
of the following problem{

−div (α0∇u0) = f in Ω,
u0|∂Ω = 0 on ∂Ω.

Note that u0 is nothing but the solution of the initial problem without the thin
layer.
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4.2.2 Term of order 1

Integrating Relations (4.22) and (4.23) in sβ and identifying terms of order 1
in (4.9) and (4.11), yields

u
[1]
1 (m, s1) = u

[1]
1 (m,−1) + (s1 + 1)p1αiα

−1
δ ∂nuint,0|Γ

= uint,1|Γ + p1
[
(s1 + 1)αiα

−1
δ − 1

]
∂nuint,0|Γ , ∀(m, s1) ∈ Ω1

and

u
[2]
1 (m, s2) = u

[2]
1 (m, 1) + (s2 − 1)p2αeα

−1
δ ∂nuext,0|Γ

= uext,1|Γ + p2
[
(s2 − 1)αeα

−1
δ + 1

]
∂nuext,0|Γ , ∀(m, s2) ∈ Ω2.

The identification of first order terms of (4.10) gives the first transmission
condition on Γ

uint,1|Γ −uext,1|Γ = p1
(
1−αiα−1δ

)
∂nuint,0|Γ +p2

(
1−αeα−1δ

)
∂nuext,0|Γ . (4.25)

The second one follows the same lines as for order 0. The choice of v[2] = 0 in
(4.18) gives

a
[1]
0,2

(
αδu

[1]
2 − αiUint,2, v

[1]
)

+ a
[1]
0,1

(
αδu

[1]
0 − αiUint,0, v

[1]
)

= 0.

We apply Lemma 1 with

h[1] =
αδ
p1
∂s1u

[1]
2 −

αi
p1
∂s1Uint,2 =

αδ
p1
∂s1u

[1]
2 − αi∂nuint,1|Γ − s1p1αi∂2nuint,0|Γ ,

k[1] = p1∇Γ
(
αδu

[1]
0 − αiUint,0

)
= p1 (αδ − αi)∇Γuint,0|Γ

to find

αδ
p1
∂s1u

[1]
2 (m, s1)− αi∂nuint,1|Γ − s1p1αi∂2nuint,0|Γ

= − (s1 + 1) p1 (αδ − αi)∆Γuint,0|Γ .

Moreover, for all v[1] we obtain

L[1]v[1] = −
∫
Γ

p1 (αδ − α1)∆Γuint,0|Γ v[1](m, 0) dΓ.

Similarly, the choice of v[1] = 0 in (4.18) gives

a
[2]
0,2

(
αδu

[2]
2 − αeUext,2, v

[2]
)

+ a
[2]
0,1

(
αδu

[2]
0 − αeUext,0, v

[2]
)

= 0.

We apply Lemma 1 with

h[2] =
αδ
p2
∂s2u

[2]
2 −

αe
p2
∂s2Uext,2 =

αδ
p2
∂s2u

[2]
2 − αe∂nuext,1|Γ − s2p2αe∂2nuext,0|Γ ,

k[2] = p2∇Γ
(
αδu

[2]
0 − αeUext,0

)
= p2 (αδ − αe)∇Γuext,0|Γ
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to find

αδ
p2
∂s2u

[2]
2 (m, s2)− αe∂nuext,1|Γ − s2p2αe∂2nuext,0|Γ

= (1− s2) p2 (αδ − αe)∆Γuext,0|Γ .

Furthermore, for all v[2] we obtain

L[2]v[2] = −
∫
Γ

p2 (αδ − αe)∆Γuext,0|Γ v[2](m, 0) dΓ.

As a consequence,

αi∂nuint,1|Γ − αe∂nuext,1|Γ = p1(αδ − αi)∆Γuint,0|Γ + p2(αδ − αe)∆Γuext,0|Γ .
(4.26)

It follows from (4.5), (4.25), (4.26) and Theorem 2 that u1 is the unique solution
of the following problem−div (αi∇uint,1) = 0 in Ωint,

−div (αe∇uext,1) = 0 in Ωext,
uext,1|∂Ω = 0 on ∂Ω

with transmission conditions on Γ

uint,1|Γ − uext,1|Γ = p1

(
1− αi

αδ

)
∂nuint,0|Γ + p2

(
1− αe

αδ

)
∂nuext,0|Γ ,

αi∂nuint,1|Γ − αe∂nuext,1|Γ = p1(αδ − αi)∆Γuint,0|Γ + p2(αδ − αe)∆Γuext,0|Γ

or

uint,1|Γ − uext,1|Γ =

[
p1

(
1− αi

αδ

)
+ p2

(
αi
αe
− αi
αδ

)]
∂nuint,0|Γ ,

αi∂nuint,1|Γ − αe∂nuext,1|Γ =
[
p1(αδ − αi) + p2(αδ − αe)

]
∆Γuint,0|Γ .

Remark 2. The determination of the first two terms of the asymptotic expansion
in the two-dimensional case does not differ from the case N = 3.

4.3 Existence and uniqueness of (uint,j), (uext,j) and (u
[β]
j )

Theorem 3. The sequences (uint,j) , (uext,j) and (u
[β]
j ) exist and are unique.

Furthermore, for any k ∈ N and j ∈ N, we have uint,j ∈ Hk (Ωint) , uext,j ∈
Hk (Ωext) and u

[β]
j ∈ Hk(Ωβ).

Proof. In the previous paragraphs, we have determined the first two terms
of Expansions (4.3), (4.4), (4.6), and have shown, provided that f is C∞, that
for j = 0, 1 and for any k ∈ N, there exists a constant c independent of δ such

that ‖uint,j‖Hk(Ωint)
+ ‖uext,j‖Hk(Ωext) ≤ c. Also, we have shown that u

[β]
j is

a polynomial of degree j in sβ and using the regularity of (uint,j)0≤j≤1 and

(uext,j)0≤j≤1, we deduce that ‖u[β]j ‖Hk(Ωβ) ≤ c. Let us now present the general
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construction : Let us assume that the terms uint,j , uext,j and u
[β]
j were built

for j < n. The construction of uint,j , uext,j and u
[β]
j consists of four steps.

Step 1. We define ∂sβu
[β]
n from Lemma 1 and Problem (4.19) at rank (n− 1).

Thus the jump condition uint,n|Γ − uext,n|Γ can be determined by the relation

uint,n|Γ − uext,n|Γ :=

n∑
j=1

1

j!
pj2∂

j
nuext,n−j|Γ −

n∑
j=1

(−1)j

j!
pj1∂

j
nuint,n−j|Γ

−
∫ 0

−1
∂s1u

[1]
n (m, s1) ds1 −

∫ 1

0

∂s2u
[1]
n (m, s2) ds2.

Step 2. Lemma 1 and Problem (4.19) at rank n determine the transmission
condition αi∂nuint,n|Γ − αe∂nuext,n|Γ in terms of the surfacic divergence of

∂sβu
[β]
j (j < n).

Step 3. Step 1, Step 2, (4.5) and Theorem 2 guarantee the existence, unique-
ness and regularity of uint,n and uext,n.

Step 4. The determination of u
[β]
n can be achieved by integrating ∂sβu

[β]
n ,

defined in Step 1, in sβ and using transmission conditions (4.9) and (4.11). The

smoothness of u
[β]
n follows from the regularity of (uint,j)j≤n and (uext,j)j≤n . ut

5 Convergence Theorem

The process described in the previous section can be continued up to any order
provided that the data are sufficiently regular. We can also estimate the error
made by truncating the series after a finite number of terms. Let n be in N,
we set

u
(n)
int,δ :=

n∑
j=0

δjuint,j , u
(n)
ext,δ :=

n∑
j=0

δjuext,j ,

u
(n)
d,δ :=

u
(n)
d1,δ

:=
∑n
j=0 δ

jud1,j in Ωδ,1,

u
(n)
d2,δ

:=
∑n
j=0 δ

jud2,j in Ωδ,2,

where udβ ,j(x) := ũdβ ,j(m, δsβ) := u
[β]
j (m, sβ); ∀x = Φβ(m, sβ) ∈ Ωδ,β .

Theorem 4 [Convergence Theorem]. For all integers n, there exists a con-
stant c independent of δ such as∥∥uint,δ − u(n)int,δ

∥∥
H1(Ωint,δ)

+ δ1/2
∥∥ud,δ − u(n)d,δ

∥∥
H1(Ωδ)

+
∥∥uext,δ − u(n)ext,δ

∥∥
H1(Ωext,δ)

≤ cδn+1.

Proof. Since f is C∞, all terms in Expansions (4.3), (4.4) and (4.6) up to
order n + 1 may be obtained from Equations (4.16)–(4.19). Let us define the
remainders RD1,n, RD2,n, R1,n and R2,n of Taylor expansions in the normal
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variable with respect to δ up to order n of u
(n)
int,δ|Γδ,1 , u

(n)
ext,δ|Γδ,2 , u

(n)
int,δ and u

(n)
ext,δ

respectively by

RD1,n := u
(n)
int,δ|Γδ,1 −

n∑
j=0

n−j∑
l=0

(−1)lδj+l

l!
pl1∂

l
nuint,j|Γ , (5.1)

RD2,n := u
(n)
ext,δ|Γδ,2 −

n∑
j=0

n−j∑
l=0

δj+l

l!
pl2∂

l
nuext,j|Γ , (5.2)

R1,n (x) := R
[1]
1,n (m, s1) :=

(
u
(n)
int,δ

)[1] − n∑
j=0

n−j∑
l=0

(s1)lδj+l

l!
pl1∂

l
nuint,j|Γ

:=
(
u
(n)
int,δ

)[1] − n∑
j=0

δjUint,j , ∀x = Φ1 (m, s1) ∈ Ωδ,1, (5.3)

R2,n (x) := R
[2]
2,n(m, s2) :=

(
u
(n)
ext,δ

)[2] − n∑
j=0

n−j∑
l=0

(s2)
l
δj+l

l!
pl2∂

l
nuext,j|Γ

:=
(
u
(n)
ext,δ

)[2] − n∑
j=0

δjUext,j , ∀x = Φ2(m, s2) ∈ Ωδ,2, (5.4)

where sβ ∈ Iβ . We shall rely on the following proposition to show the estimates
of the remainders RDβ ,n and Rβ,n. The steps of the proof are very similar to
those given in [25, Section 5]. We refer the reader to this paper. ut

Proposition 1. There exists a constant c > 0, independent of δ, such as

‖∇Rβ,n‖L2(Ωδ,β)
≤ cδn+1/2,

∥∥∇(j)
Γ RDβ ,n

∥∥
L2(Γ )

≤ cδn+1/2, for j = 0, 1.

Moreover, there exists an extension PR of RDβ ,n into Ωδ with

‖PR‖H1(Ωδ)
≤ cδn.

Continuation of the proof of Theorem 4. Let rnint,δ, r
n
d,δ and rnext,δ be the

remainders made by truncating Series (4.3), (4.4) and (4.6)

rnint,δ := uint,δ − u(n)int,δ, rnext,δ := uext,δ − u(n)ext,δ, rnd,δ := ud,δ − u(n)d,δ

and Lδ be the linear form defined on H1
0 (Ω)

Lδv := αi

∫
Ωint,δ

∇rnint,δ.∇vint,δ dΩint,δ + αδ

∫
Ωδ

∇(rnd,δ − PR).∇vd dΩδ

+ αe

∫
Ωext,δ

∇rnext,δ.∇vext,δ dΩext,δ, (5.5)

in which PR is the extension function of RDβ ,n into Ωδ and vint,δ, vd, and
vext,δ are the restrictions of v respectively to the domains Ωint,δ, Ωδ and Ωext,δ.

Math. Model. Anal., 20(1):53–75, 2015.



68 K.E. Boutarene

Using Green’s formula in Ωint and in Ωext with the help of (4.5), we obtain

Lδv =

∫
Ω

fv dΩ − αi
∫
Ωint

∇u(n)int,δ.∇v|Ωint
dΩint + αi

∫
Ωδ,1

∇u(n)int,δ.∇vd,1 dΩδ,1

− αδ
∫
Ωδ

∇u(n)d,δ .∇vd dΩδ − αe
∫
Ωext

∇u(n)ext,δ.∇v|Ωext
dΩext

+ αe

∫
Ωδ,1

∇u(n)ext,δ.∇vd,1 dΩδ,1 − αδ
∫
Ωδ

∇PR.∇vd dΩδ

= −αi
∫
Γ

(∂nuint,0|Γ + · · ·+ δn∂nuint,n|Γ )vd,1|Γ dΓ

+ αi

∫
Ωδ,1

∇u(n)int,δ.∇vd,1 dΩδ,1 − αδ
∫
Ωδ

∇u(n)d,δ .∇vd dΩδ

+ αe

∫
Ωδ,2

∇u(n)ext,δ.∇vd,2 dΩδ,2 − αδ
∫
Ωδ

∇PR.∇vd dΩδ

+ αe

∫
Γ

(∂nuext,0|Γ + · · ·+ δn∂nuext,n|Γ )vd,2|Γ dΓ.

It follows, from (5.1)–(5.4), that

Lδv = −αi
∫
Γ

(
∂nuint,0|Γ + · · ·+ δn∂nuint,n|Γ

)
vd,1|Γ dΓ

+ αiδa
[1]
δ

(
Uint,0 + · · ·+ δnUint,n, v

[1]
d

)
+ αi

∫
Ωδ,1

∇R1,n.∇vd,1 dΩδ,1

−
2∑

β=1

αδδa
[β]
δ

(
u
[β]
0 + · · ·+ δnu[β]n , v

[β]
d

)
+ αe

∫
Ωδ,2

∇R2,n.∇vd,2 dΩδ,2

+ αeδa
[2]
δ

(
Uext,0 + · · ·+ δnUext,n, v

[2]
d

)
− αδ

∫
Ωδ

∇PR.∇vd dΩδ

+ αe

∫
Γ

(
∂nuext,0|Γ + · · ·+ δn∂nuext,n|Γ

)
vd,2|Γ dΓ.

Now, we use the fact that u
[β]
0 , . . . , u

[β]
n+1 (β = 1, 2) are solutions of Equations

(4.16)–(4.19), and obtain

Lδv = δn+1
{
δ−1a

[1]
0,2

(
αδu

[1]
n+1 − αiUint,n+1, v

[1]
d

)
−
(
a
[1]
2,2 + a

[1]
0,1

)(
αδu

[1]
n − αiUint,n, v

[1]
d

)
− a[1]1,1

(
αδu

[1]
n−1 − αiUint,n−1 + δαδu

[1]
n − δαiUint,n, v

[1]
d

)
− a[1]2,1

(
αδu

[1]
n−2 − αiUint,n−2 + δαδu

[1]
n−1 − δαiUint,n−1

+ δ2αδu
[1]
n − δ2αiUint,n, v

[1]
d

)
− · · · − a[1]n−1,1

(
αδu

[1]
1 − αiUint,1

+ · · ·+ δn−1αδu
[1]
n−1 − δn−1αiUint,n−1, v

[1]
d

)
− r[1]n

(
δ;αδu

[1]
1 − αiUint,1 + · · ·+ δnαδu

[1]
n − δnαiUint,n, v

[1]
d

)
+ δ−1a

[2]
0,2

(
αδu

[2]
n+1 − αeUext,n+1, v

[2]
d

)
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−
(
a
[2]
2,2 + a

[2]
0,1

)(
αδu

[2]
n − αeUext,n, v

[2]
d

)
− a[2]1,1

(
αδu

[2]
n−1 − αeUext,n−1 + δαδu

[2]
n − δαeUext,n, v

[2]
d

)
− a[2]2,1

(
αδu

[2]
n−2 − αeUext,n−2 + δαδu

[2]
n−1 − δαeUext,n−1

+ δ2αδu
[2]
n − δ2αeUext,n, v

[2]
d

)
− · · · − a[2]n−1,1

(
αδu

[2]
1 − αeUext,1

+ · · ·+ δn−1αδu
[2]
n−1 − δn−1αeUext,n−1, v

[2]
d

)
− r[2]n

(
δ;αδu

[2]
1 − αeUext,1 + · · ·+ δnαδu

[2]
n − δnαeUext,n, v

[2]
d

)}
+ αi

∫
Ωδ,1

∇R1,n.∇vd,1 dΩδ,1 + αe

∫
Ωδ,2

∇R2,n.∇vd,2 dΩδ,2

− αδ
∫
Ωδ

∇PR.∇vddΩδ.

By the estimates based on the explicit expressions of the bilinear form a
[β]
k,l(. , .)

and those of Propositions 1, we have

|Lδv| ≤ cδn+1
2∑

β=1

(∥∥∇Γ v[β]d

∥∥
L2(Ωβ)

+ δ−1
∥∥∂sβv[β]d

∥∥
L2(Ωβ)

+
∥∥v[β]d

∥∥
L2(Ωβ)

)
+ cδn ‖vd‖H1(Ωδ,β)

.

This implies

|Lδv| ≤ cδn+
1
2

2∑
β=1

(
δ

1
2

∥∥∇Γ v[β]d

∥∥
L2(Ωβ)

+ δ−
1
2

∥∥∂sβv[β]d

∥∥
L2(Ωβ)

+ δ
1
2

∥∥v[β]d

∥∥
L2(Ωβ)

)
+ cδn ‖vd‖H1(Ωδ,β)

.

Then
|Lδv| ≤ cδn ‖v‖H1(Ω) , ∀v ∈ H1

0 (Ω). (5.6)

We set in (5.5) vint,δ = rnint,δ, vd = rnd,δ − PR and vext,δ = rnext,δ, we obtain

∥∥rnint,δ∥∥H1(Ωint,δ)
+
∥∥rnd,δ − PR∥∥H1(Ωδ)

+
∥∥rnext,δ∥∥H1(Ωext,δ)

(5.6)

≤ cδn.

Thanks to Proposition 1, we find∥∥rnint,δ∥∥H1(Ωint,δ)
+
∥∥rnd,δ∥∥H1(Ωδ)

+
∥∥rnext,δ∥∥H1(Ωext,δ)

≤ cδn. (5.7)

Moreover, since f is C∞ and for every integer j, we have ‖uext,j‖H1(Ωext,δ)
=

O(1), ‖uint,j‖H1(Ωint,δ) = O(1) and ‖udβ ,j‖H1(Ωδ,β) = O(δ−1/2), therefore (see,
e.g., [25]) ∥∥rnint,δ∥∥H1(Ωint,δ)

=
∥∥δn+1uint,n+1 + rn+1

int,δ

∥∥
H1(Ωint,δ)

(5.7)

≤ cδn+1 + cδn+1 ≤ cδn+1,
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70 K.E. Boutarene∥∥rnext,δ∥∥H1(Ωext,δ)
=
∥∥δn+1uext,n+1 + rn+1

ext,δ

∥∥
H1(Ωext,δ)

(5.7)

≤ cδn+1 + cδn+1 ≤ cδn+1,∥∥rnd,δ∥∥H1(Ωδ)
=
∥∥rn+1
d,δ + δn+1ud,n+1

∥∥
H1(Ωδ)

(5.7)

≤ cδn+1 + cδn+1/2 ≤ cδn+1/2.

This completes the proof. ut

6 Approximate Transmission Conditions

This section is devoted to the approximation of uδ by a solution of a problem
modelling the effect of the thin layer with a precision of order two in δ. We
truncate the series defining the asymptotic expansions, keeping only the first
two terms

uint,δ ' u(1)int,δ = uint,0 + δuint,1 in Ωint,

uext,δ ' u(1)ext,δ = uext,0 + δuext,1 in Ωext,

ud1,δ(x) ' u(1)d1,δ(m, s1) = u
[1]
0 (m, s1) + δu

[1]
1 (m, s1) ∀x = Φ1(m, s1) ∈ Ωδ,1,

ud2,δ(x) ' u(1)d2,δ(m, s2) := u
[2]
0 (m, s2) + δu

[2]
1 (m, s2) ∀x = Φ2(m, s2) ∈ Ωδ,2,

where

U
(1)
δ :=

{
u
(1)
ext,δ in Ωext,

u
(1)
int,δ in Ωint,

is the solution of

−div
(
αi∇u(1)int,δ

)
= f|Ωint

in Ωint,

−div
(
αe∇u(1)ext,δ

)
= f|Ωext

in Ωext,

u
(1)
int,δ|Γ − u

(1)
ext,δ|Γ = δA

(
u
(1)
int,δ

)
− δ2ξδ on Γ,

αi∂nu
(1)
int,δ|Γ − αe∂nu

(1)
ext,δ|Γ = δB

(
u
(1)
int,δ

)
− δ2ρδ on Γ,

u
(1)
ext,δ|∂Ω = 0 on ∂Ω

(6.1)

with

A (u) :=
[
p1
(
1− αiα−1δ

)
+ p2

(
αiα

−1
e − αiα−1δ

)] (
∂nu|Γ

)
,

B (u) :=
[
p1(αδ − αi) + p2(αδ − αe)

]
∆Γu|Γ ,

ξδ :=
[
p1
(
1− αiα−1δ

)
+ p2

(
αiα

−1
e − αiα−1δ

)]
∂nuint,1|Γ ,

ρδ :=
[
p1(αδ − αi) + p2(αδ − αe)

]
∆Γuint,1|Γ .

Let

Uapδ :=

{
uapext,δ in Ωext,

uapint,δ in Ωint
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be the solution of (6.1) with ρδ = 0 and ξδ = 0. We obtain a problem (Papδ )
with transmission conditions of order equal to that of the differential operator.
The new transmission conditions on Γ are defined by{

uapint,δ|Γ − u
ap
ext,δ|Γ = δ

[
p1
(
1− αiα−1δ

)
+ p2

(
αiα

−1
e − αiα−1δ

)]
∂nu

ap
int,δ|Γ ,

αi∂nu
ap
int,δ|Γ − αe∂nu

ap
ext,δ|Γ = δ

[
p1(αδ − αi) + p2(αδ − αe)

]
∆Γu

ap
int,δ|Γ .

(6.2)
However, it is not obvious if the bilinear form associated to Problem (Papδ ) is
positive or negative. Then the existence and uniqueness of the solution are
not ensured by the Lax–Milgram lemma. Therefore, we reformulate Problem
(Papδ ) into a nonlocal equation on the interface Γ (cf. [5]). A direct use of
transmission conditions (6.2) leads to an operator which is not self-adjoint. So,
we choose the position of Γ in such a way that the jump of the trace of the
solution on Γ is null. We put

p1
(
1− αiα−1δ

)
+ p2

(
αiα

−1
e − αiα−1δ

)
= 0

and obtain

p1 =
αi (αe − αδ)
αδ (αe − αi)

and p2 =
αe (αδ − αi)
αδ (αe − αi)

,

which is valid only when αi < αδ < αe or αe < αδ < αi. This corresponds to
the case of mid-diffusion. Transmission conditions (6.2) become

uapint,δ|Γ − u
ap
ext,δ|Γ = 0,

αi∂nu
ap
int,δ|Γ − αe∂nu

ap
ext,δ|Γ = δ

(αe − αδ) (αi − αδ)
αδ

∆Γu
ap
int,δ.

After, we remove the right-hand side of Problem (Papδ ) by a standard lift: let
G be in H1

0 (Ω) such that −div (α0∇G) = f. Then the function Ψ = Uapδ − G
solves the following problem

−div (αi∇Ψint) = 0 in Ωint,

−div (αe∇Ψext) = 0 in Ωext,

Ψint|Γ − Ψext|Γ = 0 on Γ,

αi∂nΨint|Γ − αe∂nΨext|Γ − δ
(αe − αδ) (αi − αδ)

αδ
∆ΓΨint|Γ = g on Γ,

Ψext|∂Ω = 0 on ∂Ω,

where g = (αe − αi) ∂nG|Γ + δ (αe−αδ)(αi−αδ)
αδ

∆ΓG|Γ , Ψint := Ψ|Ωint
and Ψext :=

Ψ|Ωext
.

We introduce the Steklov-Poicaré operators Sint and Sext (called also Dirich-
let-to-Neumann operators) defined from H1/2(Γ ) onto H−1/2(Γ ) by Sintϕ :=
∂nuint|Γ , where uint is the solution of the boundary value problem{

−∆uint = 0 in Ωint,
uint|Γ = ϕ on Γ,
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and by Sextψ := ∂−nuext|Γ , where uext is the solution of the boundary value
problem −∆uext = 0 in Ωext,

uext|Γ = ψ on Γ,
uext|∂Ω = 0 on ∂Ω.

Then (Papδ ) is equivalent to the boundary equation

αiSintω + αeSextω − δ
(αe − αδ) (αi − αδ)

αδ
∆Γω = g on Γ,

where ω is the trace of Ψ on the surface Γ. We are now in position to state the
existence and uniqueness theorem, whose proof is similar to that of Theorem 2.5
in [5].

Theorem 5. The operator Pδ := δ (αe−αδ)(αi−αδ)
αδ

∆Γ − αiSint − αeSext is an
elliptic self-adjoint semi-bounded from below pseudodifferential operator of or-
der 2. Moreover, there exists series (λn)n∈N growing to infinity such that for
any g ∈ Hs (Γ ) with s ∈ R, we have the following:

1. If 0 /∈ (λn)n∈N , then equation −Pδω = g admits a unique solution in
S ′ (Γ ) which, in addition, belongs to Hs+2 (Γ ) ;

2. If 0 ∈ (λn)n∈N , then there is either no solution or a complete affine finite
dimensional space of Hs+2 (Γ ) solutions.

Finally, we give an error estimate between the solution uδ of (1.1) and the
approximate solution uapδ defined on Ω by

uapδ :=


uapint,δ in Ωint,δ,

uapd,δ in Ωδ,

uapext,δ in Ωext,δ,

where

uapd,δ|Ωδ,1(x) := uapd1,δ (x) := u
[1],ap
d1,δ

(m, s1)

:= uapint,δ|Γ + δ
αi (αe − αδ)
αδ (αe − αi)

[
(s1 + 1)

αi
αδ
− 1

]
∂nu

ap
int,δ|Γ ,

uapd,δ|Ωδ,2(x) := uapd2,δ(x) := u
[2],ap
d2,δ

(m, s2)

:= uapext,δ|Γ + δ
αe (αδ − αi)
αδ (αe − αi)

[
(s2 − 1)

αe
αδ

+ 1

]
∂nu

ap
ext,δ|Γ .

We can now formulate our main result.

Theorem 6. There exists a constant c independent of δ such as∥∥uint,δ − uapint,δ∥∥H1(Ωint,δ)
+ δ

1
2

∥∥ud,δ − uapd,δ∥∥H1(Ωδ)

+
∥∥uext,δ − uapext,δ∥∥H1(Ωext,δ)

≤ cδ2.
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Proof. Since∥∥u[1],apd1,δ
− u(1)d1,δ

∥∥
H1(Ω1)

≤ c
(∥∥uapint,δ − u(1)int,δ

∥∥
H1(Ωint)

+ δ2 ‖uint,1‖H1(Ωint)

)
,∥∥u[2],apd2,δ

− u(1)d2,δ
∥∥
H1(Ω2)

≤ c
(∥∥uapext,δ − u(1)ext,δ

∥∥
H1(Ωext)

+ δ2 ‖uext,1‖H1(Ωext)

)
,

where c is a constant independent of δ and according to the Convergence Theo-

rem, it is sufficient to estimate the error Uapδ −U
(1)
δ . Therefore, as in [28, p. 36],

we perform an asymptotic expansion for Uapδ . The ansatz

Uapδ =
∑
j≥0

δjwj , (6.3)

where wj|Ωext
:= wext,j and wj|Ωint

:= wint,j , gives the recurrence relations

−div (αi∇wint,j) = δj,0f|Ωint
in Ωint,

−div (αe∇wext,j) = δj,0f|Ωext
in Ωext,

wint,j|Γ − wext,j|Γ = 0 on Γ,

αi∂nwint,j|Γ − αe∂nwext,j|Γ =
(αe − αδ) (αi − αδ)

αδ
∆Γwint,j−1|Γ on Γ,

wext,j|∂Ω = 0 on ∂Ω

with the convention that w−1 = 0. A simple calculation shows that the first
two terms w0 and w1 coincide with the first two terms u0 and u1 of (4.3)
and (4.4). Furthermore, since f is C∞, each term of (6.3) is bounded in H1 (Ω).
Then, by setting Rw := Uapδ − w0 − δw1 − δ2w2, there exists c > 0, such as
‖Rw‖H1(Ω) ≤ cδ2, which gives the desired result. ut

7 Conclusion

We derived and justified an asymptotic expansion of the exact solution of Prob-
lem (1.1). We successfully modeled the effect of the thin layer by a problem
with transmission condition with accuracy up to O(δ2).

An interesting perspective is to investigate the cases of high-diffusion i.e.
αe < αi < αδ or αi < αe < αδ, low-diffusion i.e. αδ < αi < αe or αδ < αe <
αi, and the case where diffusion constants depend on δ. Lastly, the cases of
Helmholtz and Maxwell equations would be interesting.
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